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Abstract: In modern society, the competitive success of countries is increasingly dependent on the effective management of their national inno-
vation system (NIS). Therefore, understanding the mechanisms behind NISs has become essential. After reviewing the current understanding of 
the NIS concept and the existing measurement models, this study proposes to consider the NIS as an intangible (underlying) asset of a specific 
kind and identifies its seven fundamental components, which are extracted with a new measurement model, the Global Innovation Index (GII). 
This study employs the Structural Equation Modeling (SEM) techniques to analyze the relationships among the components of an NIS. Our results 
support the existence of a causal link between the constituents of an NIS and provide several perspectives regarding NIS management opportuni-
ties. In particular, we find that the efficient management of institutional capital is a key determinant of innovation success for non-high-income 
countries. 

Keywords: National Innovation System; Intangible Asset; Structure Equation Model; Global Innovation Index (GII).

Institute Techinformi, Georgian Technical University, 47, Kostava St, Tbilisi, Georgia – 0179.
*E-mail: tech@caucasus.net

Submitted:      July 26th 2016 / Approved:     November 25th 2016

Introduction

In today’s world, fostering innovation is essential to improving eco-
nomic growth and competitiveness across countries (see e.g. Fre-
eman and Soete, 1997; Gregersen and Johnson, 1997; Klenow and 
Rodriguez-Clare, 1997; Jaffe and Trajtenberg, 2005; Verspagen, 2005; 
Fagerberg and Srholec, 2008). However, the literature seems to focus 
very little on the determinants of innovation and how innovation sys-
tems function in different countries. This study attempts to clarify how 
various countries develop and manage their innovative capacities. 

Innovation capability of nations and its measurement 

The OECD/EUROSTAT (2005) provides the following definition of 
innovation: “An innovation is the implementation of a new or signi-
ficantly improved product (good or service), or process, a new mar-
keting method, or a new organizational method in business practices, 
workplace organization or external relations” (p. 46).  However, in-
novation is only a part of a more general process through which new 
technologies enter the market. According to Schumpeter (1942), this 
process comprises three stages: invention, innovation, and adoption. 
Inventions are usually the product of R&D processes and represent 
only general ideas that may be commercialized in the innovation sta-
ge and then distributed on the market in the adoption stage. 

The sequence “invention-innovation-adoption” can function effi-
ciently only in the appropriate enabling environment, namely the 
country’s innovation system. According to Gregersen and Johnson 
(1997), “The main idea of the concept of innovation systems is that 
the overall innovation performance of an economy depends not 
only on how specific organizations like firms and research institutes 
perform but also on how they interact with each other and with the  
government sector in knowledge production and distribution” (p. 5). 

Innovation systems may operate at the regional (sub-national), na-
tional, or international level. A National Innovation System (NIS) 
determines the innovation capability of a country. In other words, an 
NIS can be seen as a socio-economic system where different actors, 
such as companies, research and academic organizations, public ad-
ministrations, professional mediators, and other formal and informal 
institutions interact. NISs necessarily exploit all available resources in 
a country, such as human, financial, infrastructural, and institutional 
resources. Moreover, an NIS requires the generation and dissemina-
tion of knowledge, in addition to the utilization of innovation. Finally, 
the results obtained by NISs can help achieve economic development. 
An NIS can also be seen as an intangible asset characterized by a set 
of interacting, underlying (or latent) components able to contribute 
to a country’s economic growth, value creation and wellbeing. At the 
same time, considering an NIS as an intangible asset requires an ap-
propriate measurement model for it.

The measurement of an NIS (and the corresponding country’s inno-
vative capabilities) requires the construction of special instruments to 
address the complex and multidimensional nature of NISs and ade-
quately reproduce them. Composite indicators are instruments of this 
type. Various organizations and researchers have developed a number 
of composite indicators for the measurement of a country’s innova-
tive capability, such as the ArCo Index (Archibugi and Coco, 2004 
), Innovation Capability Index (UNCTAD, 2005), TechAchv Index 
(UNIDO, 2005), Knowledge Economy Index (Chen and Dahlman, 
2005), Global Innovation Scoreboard (European Commission, 2007), 
European Innovation Scoreboard (European Commission, 2008), 
TechRead Index (WEF, 2009), BCG/NAM Innovation Index (BCG/
NAM, 2009), Economist Intelligence Unit Index (EIU, 2009) and 
Summary Innovation Index (INNO Metrics, 2011. See also Archibugi 
and Coco, 2005; Archibugi at al., 2009; Tijssen and Hollanders, 2006; 
Gogodze, 2013 for other composite indicators and their use).
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The Global Innovation Index (GII, see (INSEAD, 2011-15) for further 
details) is used in this study. The GII is built on a hierarchical basis 
and includes two sub-indices composed of seven underlying cons-
tructs, named pillars. Each pillar is divided into sub-pillars, and each 
sub-pillar is the product of individual indicators. This study used the 
GII data for the period 2011-2015, at the pillar level. Note that we 
decided to use the GII because it reflects the extensive experience of 
previous studies and the current understanding of NISs and the me-
chanisms behind their functioning. In addition, the GII uses well-de-
fined measurement tools, both the primary data and final indicators 
of the GII are subject to multiple external and internal tests, and the 
GII is regularly published and contains detailed data on more than 
100 countries. 

Theoretical assumptions and aims of the study

On the basis of the above considerations, we introduce the following 
definition: an NIS is an intangible (underlying) asset (capital) of a 
country and represents the resources and values of the NIS actors, 
and the current and potential sources of a country’s future econo-
mic growth, value creation and wellbeing. Due to the lack of a global 
theory of NISs, there is currently no clear and full understanding of 
a country’s NIS constituents. However, based on the measurement 
method introduced by the GII, we can suppose that an NIS conta-
ins seven components: Infrastructural capital (INFC), Human and 
Research capital (H&RC), Institutional capital (INSC), Market So-
phistication capital (MRSC), Business Sophistication capital (BUSC), 
Knowledge and Technological capital (K&TC), and Creative Ability 
capital (CREC). These constituents of NISs should also be considered 
as intangible assets. We propose to understand them as hidden values 
of the corresponding NIS actors, and current and potential sources 
for a country’s future development, measured by the respective GII 
constructs (i.e., GII pillars). We are also assuming that the above-
mentioned components of NISs form an interaction network, which 
defines the NIS functioning mechanism and its effectiveness. The aim 
of the present study is to investigate the channels through which di-
fferent components of NISs interact with each other. 

Figure 1. Conceptual model of NIS sub-systems interactions

This study develops and explores a conceptual framework for the 
relationships among NIS components (see Figure 1), and with the 
hypotheses described below. Specifically, we are assuming that  
Infrastructural capital (INFC) directly and positively affects Human 
and Research capital (H&RC), Market Sophistication capital (MRSC), 
and Institutional capital (INSC). Consequently, we introduce the fo-
llowing hypotheses:

H1a: INFC positively affects H&RC.

H1b: INFC positively affects MRSC.

H1c: INFC positively affects INSC.

On the other hand, Institutional capital (INSC) has a direct and posi-
tive impact on Human and Research capital (H&RC), Market Sophis-
tication capital (MRSC), and Business Sophistication capital (BUSC). 
Accordingly, we introduce the following hypotheses:

H2a INSC positively affects H&RC.

H2b: INSC positively affects MRSC.

H2c: INSC positively affects BUSC.

Human and research capital (H&RC) has a direct and positive impact 
on Business Sophistication capital (BUSC) and Knowledge and Tech-
nological capital (K&TC). At the same time, Market Sophistication 
capital (MRSC) has a direct and positive impact on Business Sophis-
tication capital (BUSC) and Creative Ability capital (CREC). Moreo-
ver, Business Sophistication capital (BUSC) directly and positively 
affects Knowledge and Technological capital (K&TC) and Creative 
Ability capital (CREC). Finally, Knowledge and Technological capital 
(K&TC) has a direct and positive impact on Creative Ability capital 
(CREC). Accordingly, we introduce the following hypotheses:

H3a: H&RC positively affects BUSC.

H3b: H&RC positively affects K&TC.

H4a: MRSC positively affects BUSC.

H4b: MRSC positively affects CREC.

H5a: BUSC positively affects CREC.

H5b: BUSC positively affects K&TC.

H6: K&TC positively affects CREC.

Both the proposed conceptual framework and research hypotheses 
have been empirically tested in this study, using GII data.
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Method

Data 
The GII is built on a hierarchical basis and includes two sub-indices: 
the Innovation Input Sub-Index, composed by five input indexes (pi-
llars), and the Innovation Output Sub-Index, composed by two output 
indexes. On the next level, each pillar is divided into sub-pillars, and 
each sub-pillar is the product of the relevant individual indicators. In 
this study, we used the values of the GII pillars for the period 2011-
2015. To give an intuition about the GII pillars’ underlying concepts, 
in Table A11 we present the GII structure up to the sub-pillar level, 
with the corresponding names, as well as the notations used for them 
in this study. Details about the composition of individual indicators, 
data sources, processing techniques and country selection methods 
can be found in (INSEAD,2011-15) and are briefly discussed below. 

The GII is the simple average of the above-mentioned input and out-
put sub-indices. Sub-indices are also the simple average of the un-
derlying pillar scores. We compute ach pillar score as the weighted 
average of its sub-pillar scores, and we derive each sub-pillar score 
as the weighted average of its individual indicators. The latter are ob-
tained from various sources (their number and composition chan-
ges from year to year, and range between 79 and 84 in the GII, for 
the period 2011-2015). The GII is audited annually by the European 
Commission Joint Research Centre, which checks the conceptual and 
statistical consistency of its structure, and the impact of the crucial 
modeling assumptions on the GII scores and ranking. 

In this study, we also use the World Bank classification of countries by 
income group, as it is presented in the above-mentioned GII publica-
tions. The distribution of the GII countries by income group is shown 
in Table A2.2 Based on the World Bank classification, in this study 
we use the following categorization: “high-income” countries (corres-
ponding to the World Bank classification for high-income countries) 
and “non-high-income” countries (which include low-income, lower 
middle-income, and upper middle-income countries, according to 
the World Bank classification). The sub-samples of GII countries be-
longing to the high-income and non-high-income countries are na-
med H-sample and nH-sample, respectively.

Analytical procedures 

We used the Structural Equation Modeling (SEM, henceforth) analy-
sis to assess the direct and indirect relationships among the compo-
nents of an NIS. The core purpose of the SEM is to explain the pat-
tern of a series of interrelated relationships of dependence within a 
set of latent (or unobserved) variables, measured using manifest (or 
observed) variables. There are two different techniques to perform 
SEM analyses: variance and covariance-based SEM. In this study, 
the variance-based partial least squares (PLS) method was used to 
evaluate the proposed theoretical model. This decision takes the fo-
llowing circumstances into account: the PLS method can deal with 
complex models, with a high number of variables and relationships; it 
allows working with small sample sizes and makes less strict assump-
tions about the variable distributions, as PLS is primarily intended for 
causal-predictive analysis of models not backed by strong theory (see 
Esposito Vinzi at al., 2010). 

The analysis of the structural model proposed in this study involves 
the identification of causal relationships among latent variables, as 
presented in Figure 1, and the assessment of the explained variance. 
We used the SmartPLS software (Ringle at al., 2015) to perform the 
SEM analysis. We carried out a bootstrap analysis in the SmartPLS 
framework to assess the significance of different statistical characte-
ristics. No less than 5000 sampling generations were performed using 
a bootstrapping procedure to obtain the final statistical estimations. 
To investigate the homogeneity of the various groups of data, we used 
the SmartPLS procedure for Multi Group Analyses (MGA). We uti-
lized the software G*Power 3.1.9 (Faul at al., 2007) to estimate the 
minimum sample size3. Our estimates showed that the minimum 
sample size to evaluate the model presented in Figure 1 is 77. 

Results

Table 1 shows the descriptive statistics and correlations for the com-
plete sample, as well as for the H-sample and nH-sample. As expec-
ted, Table 1 shows statistically significant differences between the H 
and nH sub-samples. For example,

the mean value of the I11 indicator is 80.23 and 52.95 in the H and 
nH sub-sample, respectively; the correlation between the I12 and I14 
indicators is 0.09 in the nH sub-sample, while the same correlation is 
0.57 in the H sub-sample. Thus, a separate consideration for the two 
sub-samples seems needed. We return to this point below.

(1) see Annex.
(2) see Annex.
(3) For the estimation, we used the following parameters: the test power P=0.8, the Cohen’s indicator f2 = 0.15, the significance level α=0.05, and the maximum number of 
predictors N = 3 (see Figure 1), under the G*Power 3.1.9 options: “Linear multiple regression: Fixed model, R2 deviation from zero,” “F test,” “A priori: Compute required 
sample size” (see Faul at al., 2007).
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Table 1. Descriptive statistics and correlations

Variable Mean Std Dev. Std Err.
Correlation Matrix

I11 I12 I13 I14 I15 I21 I22
Complete sample (N=692)
I11 61.98 16.95 0.64 1.00            
I12 33.97 14.62 0.56 0.75*** 1.00          
I13 33.79 13.20 0.50 0.59*** 0.59*** 1.00        
I14 46.04 12.87 0.49 0.72*** 0.59*** 0.55*** 1.00      
I15 36.31 11.66 0.44 0.68*** 0.73*** 0.53*** 0.57*** 1.00    
I21 28.59 12.86 0.49 0.64*** 0.73*** 0.56*** 0.63*** 0.69*** 1.00  
I22 33.85 12.67 0.48 0.73*** 0.67*** 0.58*** 0.61*** 0.63*** 0.62*** 1.00
H-sample (N=229)
I11 80.23 9.85 0.65 1.00            
I12 49.33 10.60 0.70 0.63*** 1.00          
I13 44.12 14.78 0.98 0.23*** 0.24*** 1.00        
I14 56.82 11.98 0.79 0.66*** 0.57*** 0.27*** 1.00      
I15 46.78 10.73 0.71 0.65*** 0.69*** 0.28*** 0.56*** 1.00    
I21 40.17 12.63 0.83 0.55*** 0.63*** 0.30*** 0.58*** 0.67*** 1.00  
I22 45.27 10.24 0.68 0.62*** 0.47*** 0.32*** 0.50*** 0.50*** 0.48*** 1.00
nH-sample (N=463)
I11 52.95 11.62 0.54 1.00            
I12 26.37 9.46 0.44 0.33*** 1.00          
I13 28.68 8.58 0.40 0.40*** 0.40*** 1.00        
I14 40.71 9.52 0.44 0.46*** 0.09* 0.40*** 1.00      
I15 31.14 8.08 0.38 0.26*** 0.38*** 0.28*** 0.12** 1.00    
I21 22.87 8.32 0.39 0.18*** 0.40*** 0.36*** 0.26*** 0.31*** 1.00  
I22 28.20 9.57 0.44 0.44*** 0.32*** 0.42*** 0.30*** 0.32*** 0.28*** 1.00

Notes: notation for GII pillars given in Table A1, Annex. ***-p<0.01, **-p<0.05, *-p<0.1.

Table 2 reports the results of the standardized path coefficients (or β 
coefficients) estimation for the proposed model. All path coefficients 
are statistically significant at the 1% level in the complete sample. The 
phase MRSC→BUSC is not significant, and all other phases are sta-
tistically significant at the 1% level in the nH sub-sample. In the H 

sub-sample, the phase MRSC→BUSC is statistically significant only 
at the 10% level, while the phases INFC →H&RC, INFC→MRSC, and 
K&TC→CREC are statistically significant at the 5% level, and all other 
phases are statistically significant at the 1% level. 

Table 2. Estimation of the standardized path coefficients

Phase
Complete sample H-sample nH-sample

β STDEV T β STDEV T β STDEV T

BUSC→CREC 0.321 0.046 6.996*** 0.244 0.086 2.823*** 0.246 0.052 4.698***

BUSC →K&TC 0.339 0.038 8.837*** 0.449 0.063 7.115*** 0.177 0.049 3.603***

H&RC→BUSC 0.504 0.038 13.263*** 0.445 0.062 7.168*** 0.333 0.047 7.108***

H&RC→K&TC 0.480 0.037 13.040*** 0.315 0.065 4.844*** 0.337 0.042 8.077***

INFC→H&RC 0.227 0.039 5.828*** 0.107 0.051 2.097** 0.321 0.043 7.409***

INFC→INSC 0.586 0.037 15.711*** 0.226 0.070 3.213*** 0.402 0.034 11.652***

INFC→MRSC 0.191 0.038 5.038*** 0.128 0.053 2.422** 0.260 0.042 6.237***

INSC→BUSC 0.214 0.046 4.616*** 0.305 0.063 4.832*** 0.135 0.051 2.635***

INSC→H&RC 0.613 0.037 16.745*** 0.601 0.045 13.435*** 0.203 0.047 4.286***

INSC→MRSC 0.609 0.033 18.536*** 0.631 0.035 18.214*** 0.357 0.041 8.623***

K&TC→CREC 0.212 0.042 5.101*** 0.159 0.076 2.100** 0.145 0.045 3.221***

MRSC→BUSC 0.118 0.036 3.279*** 0.102 0.060 1.698* 0.028 0.050 0.559
MRSC→CREC 0.292 0.038 7.713*** 0.267 0.066 4.022*** 0.234 0.046 5.112***

 Note: ***-p<0.01, **-p<0.05, *-p<0.1.
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The explained variance (or Pearson’s coefficient, R2) of the depen-
dent variable is a key indicator of the quality of a model. Table 3 

reports our estimates of R2 for the dependent variables in the pro-
posed model.

Table 3. The variance explained

Variable
Complete sample H-sample nH-sample

R2 STDEV T R2 STDEV T R2 STDEV T

BUSC 0.583 0.026 22.797*** 0.564 0.042 13.411*** 0.165 0.033 5.032***

CREC 0.513 0.025 20.419*** 0.330 0.053 6.248*** 0.189 0.032 5.870***

H&RC 0.590 0.025 23.206*** 0.402 0.050 8.087*** 0.197 0.035 5.689***

INSC 0.343 0.044 7.866*** 0.051 0.033 1.563 0.162 0.028 5.840***

K&TC 0.584 0.027 21.956*** 0.497 0.048 10.360*** 0.190 0.032 5.892***

MRSC 0.544 0.023 23.237*** 0.451 0.041 11.038*** 0.270 0.034 7.996***

Note: ***-p<0.01, **-p<0.05, *-p<0.1.

For each endogenous variable, the portion of variance explained by 
the independent variables in the model is sizeable (R2>0.26)4 in the 
complete sample. The pattern is the same in the H sub-sample, ex-
cept for the INSC variable, whose variance is explained by the IFSC 
variable only to a small extent (0.02<R2<0.13), and is not statistica-
lly significant. In the nH sub-sample, the portion of the variance of 
the MRSC variable explained by the INSC and IFSC variables is large 
(R2>0.26), but for all other endogenous variables, the portion of va-
riance explained by the model’s exogenous variables is rather modest 
(0.13<R2<0.26). 
 
 

(4) In this study, we also used threshold values (or rules of thumb) for the Pearson’s coefficient, R2, and Cohen’s indicator, f2, usually employed in the standard practice: R2<0.02 
(negligible), 0.02<R2<0.13 (weak), 0.13<R2<0.26 (medium), 0.26<R2 (large); f2<0.02 (negligible), 0.02<f2<0.15 (small), 0.15<f2<0.35 (medium), 0.35<f2 (large).

In addition, Table 4 reports the estimates of the magnitude/strength 
(or Cohen’s indicator, f2) for each structural path in the proposed  
model. The size effect assesses the magnitude/strength of the rela-
tionship between the variables in the model and shows how much 
an exogenous latent variable contributes to an endogenous variable’s 
R2. Therefore, size effect is another key indicator of the quality of the 
proposed approach. Table 4 reports the results for the complete sam-
ple: the phase MRSC→BUSC has negligible and statistically insigni-
ficant strength (f2<0.02); the phases BUSC→CREC, BUSC→K&TC, 
INFC→H&RC, INFC→MRSC, INSC→BUSC, K&TC→CREC, 
and MRSC→CREC have small strength (0.02<f2<0.15); the pha-
ses H&RC→BUSC and H&RC →K&TC have medium strength 
(0.15<f2<0.35), and the phases INFC→INSC, INSC →H&RC, and 
INSC → MRSC have large strength (0.35<f2). 

Table 4. Assessment of the effect size

Phase
Complete sample H-sample nH-sample

f2 STDEV T f2 STDEV T f2 STDEV T
BUSC→CREC 0.104 0.033 3.144*** 0.045 0.036 1.248 0.067 0.031 2.189**

BUSC→K&TC 0.127 0.031 4.045*** 0.208 0.074 2.811*** 0.033 0.020 1.693*

H&RC→BUSC 0.267 0.049 5.431*** 0.257 0.087 2.968*** 0.118 0.037 3.156***

H&RC→K&TC 0.256 0.048 5.340*** 0.102 0.047 2.192** 0.120 0.033 3.608***

INFC→H&RC 0.082 0.027 3.082*** 0.018 0.019 0.965 0.108 0.033 3.271***

INFC→INSC 0.523 0.104 5.018*** 0.054 0.038 1.415 0.193 0.040 4.834***

INFC→MRSC 0.052 0.020 2.609*** 0.028 0.025 1.112 0.078 0.027 2.848***

INSC→BUSC 0.036 0.016 2.230** 0.101 0.041 2.465** 0.015 0.012 1.256
INSC→H&RC 0.602 0.111 5.436*** 0.574 0.133 4.304*** 0.043 0.022 1.994**

INSC→MRSC 0.535 0.089 6.030*** 0.689 0.123 5.610*** 0.146 0.039 3.787***

K&TC→CREC 0.041 0.016 2.513** 0.018 0.018 1.005 0.022 0.014 1.538
MRSC→BUSC 0.016 0.010 1.570 0.012 0.017 0.739 0.001 0.004 0.170
MRSC→CREC 0.099 0.027 3.613*** 0.065 0.037 1.779* 0.063 0.026 2.387**

Note: ***-p<0.01, **-p<0.05, *-p<0.1.
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In the H sub-sample, we observe that the phases INFC→H&RC, 
K&TC→CREC, and MRSC→BUSC have negligible and statistica-
lly insignificant strength (f2<0.02); BUSC→CREC, H&RC→K&TC, 
INFC→INSC, INFC→MRSC, INSC→BUSC, and MRSC→CREC 
have medium strength (0.15<f2<0.35); the phases BUSC→CREC, 
INFC→INSC, and INFC→MRSC also have statistically insignificant 

strength, and the phases BUSC→K&TC and H&RC→BUSC have a lar-
ge strength (0.35<f2). In the nH sub-sample, the phases INSC→BUSC 
and MRSC→BUSC have a negligible and statistically insignificant 
strength (f2<0.02); only the phase INFC→INSC has large strength 
(0.35<f2); all other phases have a medium strength (0.15<f2<0.35), 
and the phase K&TC→CREC has statistically insignificant strength.

Table 5. Phase differences comparison for sub-samples across time

Phase
H-sample vs. nH-sample vs.

H_2011 H_2012 H_2013 H_2014 H_2015 nH_2011 nH_2012 nH_2013 nH_2014 nH_2015
BUSC→CREC 0.183 0.282 0.178 0.144 0.111 0.252 0.049 0.194 0.140 0.019
BUSC →K&TC 0.057 0.006 0.100 0.025 0.205 0.050 0.202 0.022 0.084 0.079
H&RC→BUSC 0.107 0.133 0.149 0.154 0.073 0.095 0.021 0.090 0.164 0.174
H&RC→K&TC 0.070 0.010 0.042 0.091 0.114 0.083 0.005 0.028 0.160 0.147
INFC→H&RC 0.478 0.011 0.035 0.043 0.045 0.192 0.060 0.143 0.359 0.269
INFC→INSC 0.456 0.146 0.151 0.101 0.194 0.033 0.053 0.014 0.111 0.166
INFC→MRSC 0.362 0.082 0.056 0.040 0.056 0.042 0.103 0.054 0.172* 0.160*

INSC→BUSC 0.040 0.041 0.005 0.006 0.065 0.205* 0.180* 0.065 0.270 0.217
INSC→H&RC 0.422*** 0.055 0.061 0.049 0.069 0.124 0.005 0.021 0.209* 0.185*

INSC →MRSC 0.327** 0.064 0.023 0.028 0.073 0.055 0.018 0.088 0.004 0.098
K&TC→ CREC 0.073 0.027 0.099 0.108 0.057 0.044 0.079 0.182* 0.135 0.163
MRSC→BUSC 0.202 0.149 0.143 0.139 0.057 0.392 0.224 0.157 0.036 0.065
MRSC→CREC 0.090 0.366 0.104 0.191 0.087 0.139 0.159 0.001 0.167 0.106

Note: ***-p<0.01, **-p<0.05, *-p<0.1.

Let us consider now the issue of homogeneity across time, which is 
one of the fundamental assumptions of this study. To this end, we split 
the H and nH sub-samples into smaller sub-samples, by year, and 
conduct the relevant comparisons for the phase coefficients for each 
sub-sample, and for the H and nH sub-samples, respectively. Our re-
sults are reported in Table 5. Almost all differences in the coefficients 
are statistically insignificant at the 5% level. The only exceptions are 

the differences in the phase INSC→H&RC coefficients (significant at 
the 1% level) and phase INSC→MRSC coefficients (significant at 5% 
level) for both the H sub-sample and the H–2011 sub-sample. This 
observation allows us to conclude that our assumption of homogenei-
ty over time seems acceptable. To investigate the main features of NIS 
functioning in both high- and non-high-income countries, we have 
also compared the path coefficients of the H and nH sub-samples. 
Our results are reported in Table 6. 

Phase
difference

T-value by Parametric
Test

T-value by
Welch-Satterthwait
Test

BUSC → CREC 0.002 0.019 0.018
BUSC→K&TC 0.272*** 3.286*** 3.395***

H&RC →BUSC 0.112* 1.411 1.444
H&RC→K&TC 0.022 0.296 0.288
INFC→H&RC 0.214 2.966*** 3.162***

INFC→INSC 0.176 2.537** 2.243**

INFC→ MRSC 0.132 1.878* 1.957*

INSC →BUSC 0.170** 1.991** 2.073**

INSC→H&RC 0.398 5.442*** 6.153***

INSC→MRSC 0.274*** 4.280*** 5.010***

K&TC→CREC 0.014 0.175 0.166
MRSC→BUSC 0.074 0.907 0.950
MRSC→CREC 0.034 0.421 0.420

Note: ***-p<0.01, **-p<0.05, *-p<0.1.

Table 6. Phase differences comparison for the H and nH sub-samples
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The differences between the path coefficients for the H and nH sub-
samples are statistically significant at the 10% level for the following 
phases: BUSC→K&TC, INFC→H&RC, INFC→MRSC, INFC→INSC, 
INFC→MRSC, INSC→ BUSC, INSC→H&RC, and INSC→MRSC, (i.e., 
for 7 over 13 phases). The above-mentioned results suggest that the 
proposed model of NIS functioning is satisfactory regarding quality, 
as it relevantly shows the direction and magnitude of the interactions 
among the components of NISs.

Discussion

The model developed in this study provides empirical support for 
the proposed research hypothesis. Moreover, our results showed that 
the magnitude of the NIS components’ interactions considerably de-
pends on the level of economic development in a country. Our results 
also show that Institutional capital (INSC) is a fundamental consti-
tuent of NISs. Although Institutional capital (INSC) does not directly 
impact a country’s innovation output (while other components, such 
as K&TC and CREC, do), it has a positive and significant impact on 
innovation capability through Human capital and Research, and Bu-
siness and Market Sophistication (measured by the H&RC, BUSC, 
and MRSC constituents of NISs). Therefore, the quality of a country’s 
political, regulatory, and business environment indirectly, but fun-
damentally, affects its innovation capabilities. In particular, the  

efficient management of a country’s Institutional capital helps esta-
blish fruitful relationships with the other components of a country’s 
NIS. Institutional capital’s direct impact on H&RC, BUSC, and MRSC 
is noticeably weaker for non-high-income countries. Therefore, the 
non-high-income countries should focus on improving their Institu-
tional capital to increase their innovative capabilities. 

Institutional capital (INSC) is directly and positively influenced by In-
frastructure capital (INFC), but the impact is weaker for high-income 
countries. The same can be observed for H&RC and MRSC, which 
are also directly and positively affected by INFC, probably because 
infrastructure capital has reached a level of saturation in high-income 
countries. Hence, non-high-income countries should focus on im-
provements in infrastructure capital. Human and Research capital 
(H&RC) directly and positively affects Business Sophistication and 
Knowledge and Technology capital (BUSC and K&TC, respectively). 
Note also that the impact of Market Sophistication (MRSC) on Busi-
ness Sophistication (BUSC) is very small, but its impact on Creative 
Ability (CREC) is significant. Business sophistication (BUSC) has a 
direct and positive impact on Knowledge and Technology (K&TC) 
and Creative Ability (CREC). The effect of Knowledge and Technolo-
gy capital (K&TC) on Creative Ability (CREC) is also direct and po-
sitive. To summarize, Table 7 presents the assessments of the overall 
effects of the NIS components’ interactions.

Table 7. Total effects of interactions

 
H-sample nH-sample

Mean STDEV t-Values Mean STDEV t-Values
BUSC→CREC 0.315 0.073 4.320*** 0.272 0.049 5.556***

BUSC→K&TC 0.448 0.063 7.080*** 0.177 0.049 3.613***

H&RC→ BUSC 0.445 0.062 7.176*** 0.333 0.047 7.148***

H&RC → CREC 0.190 0.041 4.671*** 0.139 0.023 5.953***

H&RC →K&TC 0.515 0.054 9.467*** 0.395 0.037 10.694***

INFC → BUSC 0.207 0.052 3.913*** 0.201 0.030 6.670***

INFC→CREC 0.152 0.041 3.661*** 0.170 0.024 7.046***

INFC→ H&RC 0.245 0.064 3.812*** 0.404 0.040 10.196***

INFC → INSC 0.228 0.071 3.194*** 0.402 0.034 11.816***

INFC → K&TC 0.170 0.044 3.800*** 0.172 0.025 6.777***

INFC → MRSC 0.272 0.066 4.090*** 0.405 0.037 11.026***

INSC →BUSC 0.635 0.036 17.533*** 0.213 0.044 4.791***

INSC → CREC 0.400 0.040 10.026*** 0.152 0.023 6.473***

INSC → H&RC 0.600 0.045 13.298*** 0.203 0.046 4.390***

INSC → K&TC 0.475 0.037 12.747*** 0.106 0.021 5.046***

INSC →MRSC 0.630 0.036 17.615*** 0.356 0.041 8.613***

K&TC →CREC 0.158 0.074 2.148** 0.144 0.044 3.271***

MRSC →BUSC 0.099 0.061 1.673* 0.028 0.049 0.564
MRSC→ CREC 0.298 0.066 4.558 0.241 0.046 5.246*

MRSC→K&TC 0.044 0.028 1.610 0.006 0.010 0.515

Note: ***-p<0.01, **-p<0.05, *-p<0.1
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This study proposes to consider the NIS as an intangible asset of a 
particular kind and identifies its seven fundamental constituents. 
These components are extracted through a modern NIS measu-
rement model, the Global Innovation Index (GII), and are named 
conventionally: Infrastructural capital, Human and Research capital, 
Institutional capital, Market Sophistication capital, Business Sophis-
tication capital, Knowledge and Technological capital, and Creative 
Ability capital. Based on empirical data and applying the Structural 
Equation Model (SEM) analysis techniques, this study establishes the 
existence of a causal relation between the proposed NIS components 
and the assessed magnitude of their interactions. 

The results of this study on the NIS functioning can serve as a basis 
for several practical applications, potentially leading to new mana-
gement capabilities of NISs. We found that a country’s ability to effi-
ciently manage its own Institutional capital’s quality and its interac-
tion with other NIS components is a key determinant of successful 
innovation. The transformation of infrastructural capacities into 
effectively functioning human, research, market, and business cons-
tituents of NISs is entirely determined by Institutional capital and, as 
showed in this study, is significantly affected by the innovation output 
of a country (i.e., Knowledge, Technological and Creativity Ability). 
The proposed model, as well as our parameter estimates, may enable 
researchers and practitioners to rank the relative importance of diffe-
rent managing practices to enhance NIS effectiveness.

The results of this study also highlight the following areas of future 
research: an additional analysis for a clear understanding of NIS as a 
transformation mechanism for economic development; classification 
issues and detailed analyses of NIS functioning, considering other 
factors (e.g., cultural characteristics, geographical location, stocks of 
mineral resources and/or others); modeling the spatiotemporal evo-
lution of NIS distribution.
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Annex

Table A1. GII composition (first 3 levels) and weights
GII

Index

Sub-

index
Pillar

Sub-

pillar
Name

Weight

2011 2012 2013 2014 2015
I       Global Innovation index 1 1 1 1 1
  I1     Innovation Input 1/2 1/2 1/2 1/2 1/2
    I11   Institutions 1/5 1/5 1/5 1/5 1/5
      I111 Political environment 1/3 1/3 1/3 1/3 1/3
      I112 Regulatory environment 1/3 1/3 1/3 1/3 1/3
      I113 Business environment 1/3 1/3 1/3 1/3 1/3
    I12   Human capital & research 1/5 1/5 1/5 1/5 1/5
      I121 Education 1/3 1/3 1/3 1/3 1/3
      I122 Tertiary education 1/3 1/3 1/3 1/3 1/3
      I123 R&D 1/3 1/3 1/3 1/3 1/3
    I13   Infrastructure 1/5 1/5 1/5 1/5 1/5
      I131 ICT 1/3 1/3 1/3 1/3 1/3
      I132 General infrastructure 1/3 1/3 1/3 1/3 1/3
      I133 Ecological sustainability 1/3 1/3 1/3 1/3 1/3
    I14   Market Sophistication 1/5 1/5 1/5 1/5 1/5
      I141 Credit 1/3 1/3 1/3 1/3 1/3
      I142 Investment 1/3 1/3 1/3 1/3 1/3
      I143 Trade & competition 1/3 1/3 1/3 1/3 1/3
    I15   Business sophistication 1/5 1/5 1/5 1/5 1/5
      I151 Knowledge workers 1/3 1/3 1/3 1/3 1/3
      I152 Innovation linkages 1/3 1/3 1/3 1/3 1/3
      I153 Knowledge absorption 1/3 1/3 1/3 1/3 1/3
  I2     Innovation Output 1/2 1/2 1/2 1/2 1/2
    I21 Knowledge & technology 1/2 1/2 1/2 1/2 1/2
      I211 Knowledge creation 1/3 1/3 1/5 1/3 1/3
      I212 Knowledge impact 1/3 1/3 2/5 1/3 1/3
      I213 Knowledge diffusion 1/3 1/3 2/5 1/3 1/3
    I22 Creative outputs 1/2 1/2 1/2 1/2 1/2
      I221 Intangible assets 1/3 1/2 1/2 1/2 1/2
      I222 Creative goods & serv. 1/3 1/4 1/4 1/4 1/4
      I223 Online creativity 1/3 1/4 1/4 1/4 1/4

Note: Pillar I21 “Knowledge and technology outputs” and Sub-pillar I123 “Ecological sustainability” were named “Scientific outputs” and “Energy,” 
respectively, in the GII 2011. Sub-pillar I223 “online creativity” was not introduced in the GII 2011.
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Table A2. GII samples by year

Year
Number of countries by income level

Total
H UM LM L

2011 43 35 31 16 125
2012 44 40 35 22 141
2013 45 40 36 21 142
2014 49 38 33 23 143
2015 48 38 34 21 141

Note: H- High-income countries; UM- Upper-Middle-income countries; LM- Lower-Middle-income countries; L- Low-income countries.


